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Salient information improves completeness  Contributions

1) We provide a comprehensive analysis on the impact of adding salient information
in prompts for summarization
Summary lengtn: salient information can be used to control summary length.
Reference alignment: salient information can improve reference alignment.

Keyphrases:
toothpaste; suncream, patients;, 404,500 prescriptions;, NHS, indigestion pills
costing £29million; NHS handed; £73million; spending millions, prescribed

Summary (Mistral vanilla): Completeness: salient information can improve completeness.

The NHS is spending millions on prescriptions for suncream and other Hallucination: salient information may increase hallucination depending on the
household essentials, according to a damning analysis. The figures come as underlying LLM.

the UK ranks below many European countries in health and wellness, and as

the NHS faces a huge financial crisis. 2) We present SigExt, a simple yet effective keyphrase extraction model using a

finetuned Longtormer. Once trained, it is LLM-agnostic, enabling performance
hoost for different LLMs by adding extracted keyphrases in prompts without
requiring LLM finetuning.

Summary (Mistral + SigExt):

The NHS is spending millions of pounds on prescribing
toothpaste and suncream to patients, ac- cording to a
damning analysis. In 2074, the NHS handed out
404,500 prescriptions for suncream at a cost of
£13million and 4.7million prescriptions for indigestion
pills costing £29million.
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3) We demonstrate that SigExt has cross-domain generalization capability through a
general-purpose version (GP-SigExt) pretrained on 7 datasets.




